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Abstract. Digital Ecosystem (DE) is characterized as an open and dynamic 

environment  where  the  interaction  and  collaboration  between  its  entities  are 

highly promoted. A major requirement to promote such intensive interaction and 

collaboration in a DE environment is the ability to secure and uphold the 

confidentiality, integrity and non-repudiation of shared resources and information. 

However, current developments of such security mechanisms for protecting the 

shared resources are still in their infancy. Most of the proposed protection 

frameworks do not provide a scalable and effective mechanism for engaging 

multiple interacting entities to protect their resources. This is even a greater issue 

when multiple resources are exchanged and shared in an open and dynamic 

environment. Therefore, we proposes a distributed mechanism for individual 

enterprises to manage their own authorization processes and resource access 

permissions with an aim to provide a rigorous protection of entities’ resources. 

 
Keywords: Authentication, authorization, digital ecosystem. 

 
 

1   Introduction 
 

Since its first introduction in 2002, a new emerging concept of Digital Ecosystem 

(DE) has grasped numerous attentions from researchers, businesses, ICT professionals 

and communities around the world. This concept aimed at achieving a set of 

predetermined goals of Lisbon summit in March 2000 which primarily focuses on 

dynamic formation of knowledge based economy [1]. Further, the knowledge based 

economy will lead to a creation of more jobs and a greater social inclusion in 

sustaining the world economic growth [2]. 

DE is a multi-dimensional concept that encompasses several current technology 

models such as collaborative environment [3], distributed system [4], and grid 

technology [5]. The combination of concepts from these models provides the ability 

for a DE environment to deliver an open, flexible and loosely coupled resource 

sharing environment. On the other hand, this combination also develops several 

complicated security issues which need  to  be  addressed before the  full 

implementation of a DE concept. Unfortunately, the evaluation on DE security 

dimensions from the current literature signifies a number of deficiencies in its security 

architecture particularly in protecting the enterprise resources and information. There 

is a need for a comprehensive resource protection solution that is able to provide a 

 



   
 

 

strong and rigorous mechanism to safeguard the critical resources and further to 

reduce the possibility of information leakage to the unauthorized parties. 

A key challenge for enterprises who involved in a DE environment is to determine 

the right users who are able to access the services, resources, knowledge and 

information hosted by these enterprises. This challenge is occurred due to several 

reasons. First, the occurrences of multiple resources published and shared by each 

enterprise in a DE environment and second, the situation where various clients are 

able to access each individual resource. Due to these reasons, enterprises urgently 

need a mechanism that effectively manages their clients’ access control and 

authorization permissions with an aim to protect their resources. In this paper, we 

attempt to deliver a comprehensive framework allowing enterprises to protect their 

resources and information from any unauthorized use. 
 
 

2   Related Work 
 

In a DE environment where multiple interacting entities exist, the required efforts to 

enforce a strong authentication and authorisation mechanism are extensive. We 

identify three core issues that appear to be the challenging tasks to enforce such 

mechanisms. First, as the DE community expands its size to incorporate more entities, 

the resource providers face a challenge to identify the legal entities that are able to 

access their resources. Second, the fact that each entity would have different set of 

access permissions to access multiple resources further complicates the issue. Third, it 

is probable that each resource provider would host multiple resources and services in 

a DE environment. This situation, in turn, creates a great issue to authorize the right 

entities to the right resources with the right permissions. Failure in assigning right 

permissions to the entities would compromise the usage of resources and would bring 

negative impact for resource provider. 

The current internet mechanisms are still far from adequate to provide a reliable 

authentication and authorisation processes for a DE environment. This view is 

reflected from our literature analysis over a number of internet mechanisms. The most 

prominent mechanism to manage the client credentials is through the implementation 

of Identity Provider (IdP) or Credential Provider [6, 7]. IdP mainly focuses at storing 

and providing the client credential to any resource providers for their client 

authentication process.  On every authentication  process,  resource  provider  will 

request the client credential from its trusted IdP where it receives any access request 

from a client. In latter development, several technology standards such as SAML [8] 

and Liberty Alliance [9] are adopted in this mechanism to provide the federation 

mechanism of multiple entities for Single Sign On (SSO) services. Similarly, the 

Credential Server (CRES) [10] and the Grid Security Infrastructure (GSI) MyProxy 

[11] utilizes the IdP concept, and they further leverage its concept for large number of 

dispersed servers over a wide geographical area. Both mechanisms store the clients’ 

credentials in the local server; however, authentication of a remote client can be 

facilitated by requesting his credential from the trusted remote server. 

In both MyProxy and CRES mechanisms, the resource provider requests the client 

credential from the local server on every authentication process. The local server then 

creates a  certificate  token  which  contains  client  information.  Subsequently, the 



   
 

certificate token is sent to the resource provider as the acknowledgement of the 

authentic client. When the resource provider receives the token, it allows the client to 

access the resources based on the trust established with the publisher of token. The 

SSL/TLS technology [12] has been extensively used in e-commerce transactions for 

secure authentication and communication. This technology is designed with a highly 

reliance on the Certificate Authority (CA) to ensure the legitimacy of an entity. 

Therefore, SSL/TLS technology also presents a centralized credential management. 

Although these approaches could be deployed well in a DE environment, the 

conspicuous issue of single server failure must be carefully considered. In an event 

where the credential provider server is down, there possibly a chaos in a DE 

community due to the unavailability of credential services for client authentication. 

Apparently, our literature review identifies that several internet authorisation 

mechanisms take similar approach as its authentication mechanisms. The most 

prominent authorisation mechanisms, such as CAS [13], Akenti [14], and PMI [15], 

utilize a central server to assign the multiple access permissions to the clients 

individually although their implementation are differ between each other. These 

mechanisms  also  inherit  several  issues  pertinent  to  the  central  management  of 

authorisation permissions. First, the central management would face real issue with 
the bottleneck and failure on its servers. Security breach would occur if the central 

servers fail to perform their authorisation processes over the clients. Although it is 

possible to replicate the central server, the replication process will bring abundance 

administrative issues, considering a huge amount of data that needs to be replicated. 

Second, challenges occur when the central server attempt to assign the access 

permissions to the DE member entities. As a large number of resource providers that 

host one or more resources, the central server needs to register each resource and its 

access   permissions   individually.   Further,   this   situation   becomes   even   more 

challenging as a single resource could be associated with multiple different access 

permissions, and each client may have different access permissions assigned to him. 

Therefore, the central management is not practical when there is huge number of 
entities in a DE environment. Third, serious administration issues would occur as a 
DE environment grows in size and diversity due to the great benefits that they can 
achieve. A central server will be experiencing huge burden to manage all client and 
resource providers’ accounts and permissions even with the use of super computers or 
grid collections of computers. 

Several DE literatures clearly reveal that DE is characterized as an open 

environment on which a centralized structure is minimized. DE must be engineered to 

provide a high resilience infrastructure while avoiding single point of control and 

failure [16, 17]. Therefore, a completely distributed control mechanism is required 

that immune to the super control failure. It is evident that the     aforementioned 

internet mechanisms are inappropriate to be implemented in a DE environment due to 

Its centralized management. In this paper, we propose a solution to manage the 
authentication and authorization in a full distributed approach that focuses on each 
entity to manage the authentication and authorization mechanism with the utilization 
of a capability token. We termed our solution as Distributed Resource Protection 
Mechanism (DRPM) [18, 19]. In this paper, we enhance our solution by eliminating 
its reliance on the central credential server and further secure the mechanism by 
utilizing the Public Key Infrastructure [15]. 



   
 

3   Overview of DRPM 
 

3.1  Identifying Entity through Client Profile 
 

The present mechanism for service discovery in a DE environment requires a client to 

search for resources by utilizing a semantic discovery portal through its browsers or 

rich applications [20]. This discovery portal would search and list all resources which 

are provided by DE resource providers. Once the client finds the resource, it then 

contacts the resource provider and requests for that resource. At this stage, resource 

provider does not know any information about this client and its intended purpose on 

the resource. This may put the resource at risk as it may contain highly sensitive 

information which must be protected from any misuse and malicious act. Therefore, it 

is crucial for a resource provider to understand its client’s information before any 

access to the resource is granted. Taking this into consideration, we adopted a method 

of creation for a client profile that aims to capture all required, but voluntarily 

provided, information about a client. The information which is contained in a client 

profile provides necessary data about who the client is and about their intentions and 

purpose for using the requested resources. The aim of implementing a client profile is 

to ensure the resource provider that resources are not going to the wrong entities and 

further impose the confidentiality and integrity of the resources. 

The use of client profiles also facilitates the auditing process on who is accessing a 

resource. For example, there may be a situation where a resource provider needs to 

trace back which client was delegated an access to the resource in case there was an 

incident involving a dispute or counterfeiting of the resource. In order to fully 

implement a client profile, it is necessary that a client registration portal is employed 

in  DRPM. A client profile  is  generated through this  registration portal. Further, 
resource providers are able to customize the registration portal to contain only the 

information which is important to them. New clients wishing to access a specific 

resource are initially redirected into this portal. If they wish to access the resource, 

they must continue to fill in all the necessary information required by the resource 

provider to produce a client profile. Once it is produced, the client profile is stored in 

the resource provider repository. Utilisation of this functional procedure and process 

provides an additional and enhanced method for determining who is accessing a 

particular resource at a particular time inside a DE environment. 

 
3.2  Storing Permission in a Capability Token 

 

It is always a challenge to enforce client access permissions on the available resources 

within a DE environment. This challenge is due to the occurrences of a high amount of 

entities that actively interact in a DE environment. Further, these entities could also 

make the same request for a particular resource either at the same or at different time. 

To solve the issue of managing multiple resource access permissions on a diverse range 

of DE clients, we utilize and further evolve the concept of capability introduced by CAS 

server that is used in a Collaborative Environment. In CAS, capability is used to store 

all access rights of a user which are determined by a community policy. However, the 

implementation of the capability in our framework is slightly different to the capability 

implementation in a CAS server. In our framework, capability contains all the necessary 



   
 

right permissions for each client to perform a set of operations on a particular resource. 

This capability is produced by the resource provider that hosts a particular resource. 

This capability would be used to grant the client access to the resources, and it further 

facilitates the authorization process for the clients. 

Once a client profile is created, a list of client authorization permissions are 

assigned into the capability token. The client’s access permissions and policies are 

expressed in XML [21] due to its simplicity, wide usability and self-descriptive 

characteristics. Our basic design of a capability token contains the client profile 

identifier, resource provider identifier, resource identifier and list of access 

permissions. A time-stamp can be implemented in the capability token to determine 

the validity period of a client when accessing the resources. In the event where the 

trustworthiness of a new client is equivocal, a short-life capability token can be 

issued. Once the trustworthiness of this client gradually increases, resource provider 

can replace the short-life token with longer time-stamp validity. Additionally, the 

Uniform Resource Locator (URL) of resources is embedded in the token to provide an 

automatic and seamless connection to resource servers. Once a capability token is 

created, it would be disseminated to the requesting client. Every time a client makes a 

request to the resource provider, the client sends back its initial configured capability 

to the resource provider. The resource provider then authenticates the client’s 

capability token and grants the access permissions based on the listed permissions 

obtained from the client’s capability. 
 
 

4   Developing a Secure DRPM Workflow 
 

In this section, we present a secure DRPM which provides a strong authentication and 

authorization mechanism while upholding the confidentiality, integrity and non- 

repudiation of resources. The following notation will be  used  to  mathematically 

define the secure DRPM: 

•   Cl: Client that request for the resources. 

•   RP: Resource Provider that host the resources.
 

•   PKi: Public Key of i.
 

•   SKi: Secret Key of i.
 

•   Clcp: Capability token of client.
 

•   Si(x)i: Signed object x with private key of i.
 

•   E[x]j: Encrypted object x with public key of j.
 

•   ATCl: Authentication Token of client.
 

•   SyKi: Symmetric key passphrase of i
 

•   i → j:{x1, …., xn}: A message sent from i to j with content xi to xn. 

 

given that: 

 

• PKi    SKi: Public key of i is only related to secret key of i therefore, Si(x)i  can only be 

verified with PKi  and E[x]i can only be decrypted with SKi. 



   
 

4.1  Securing Registration Workflow 
 

The DRPM registration portal is used to generate a client profile during the initial 

resource provisioning. This registration portal also captures the client information and 

possibly his reasons for accessing the resources. The registration process comprises of 

three main stages: client registration, public key exchanges, and secure transfer of 

capability token. The resource provider endorsed certificate is utilized to identify the 

authentic resource provider based on its community endorsed public key certificate, 

which will be discussed in the next sub-section. The Public Key Infrastructure (PKI) 

is used to provide a secure communication between the client and resource provider. 

Figure 1 shows the principal workflow for securing three stages of registration 

process. 
 

 

 
 

Fig. 1. DRPM secure registration workflow 

 
The registration steps are detailed below: 

1.  A new client contacts the resource provider for requesting a resource (Cl → RP). 
Resource  provider  sends  its  WoT  endorsed  public  key  to  the  client  (Cl  ←

 
RP:{PKRP}). Once the client determines and accepts the trustworthiness of the

 
public  key,  he  stores  the  resource  provider  trusted  public  keys  and  fills  his 
information on the registration portal. 

2.  After the client information is filled, the registration portal will build a unique client 

profile which identify the client, and send this client profile to the repository server. 

3.  Resource provider then requests for client certificate and stores the client public 

key on its repository (Cl:{PKCl} → RP). If required, WoT verification could be
 

performed on client certificate to ensure the trustworthiness of the client. 
4.  The resource provider generates a client capability token based on client’s allowed 

permissions.
 

5.  Resource provider uses its own private key to sign the capability token (SKRP +
 

Clcp  = Si(Clcp)RP). SHA Algorithm is used to  hash the  capability token. This
 

process enhances the integrity of capability token over the untrusted network. 



   
 

6.  Resource provider then uses client’s public key, received from step 3, to encrypt 

the signed message (PKCl + Si(Clcp)RP = E[Si(Clcp)RP]Cl) and send it to client end- point 

(Cl ← RP:{E[Si(Clcp)RP]Cl}). 

7.  Client  uses  his  own  private  key  to  decrypt  the  encrypted  capability  token 
(E[Si(Clcp)RP]Cl - PKCl = Si(Clcp)RP). This process further ensures the confidentiality

 
of capability token. A capability token is breached if client cannot decrypt the 
message. 

8.  Client then uses resource provider public key to generate the capability token from 

the signed message (Si(Clcp)RP - PKRP = Clcp). This process further ensures that the
 

client receives the capability token from the genuine resource provider unchanged. 
 

Note that at the final step of registration process, client will have his capability token 

and public key which were retrieved from the resource provider. The capability token 

and resource provider public key will then be stored in client repository for future 

communication or resource access. On another end-point, the resource provider stores 

the client’s public key in its own repository. We trust that the combination of both 

encryption and hashing mechanisms further uphold the confidentiality, integrity and 

non-repudiation of capability token during its transfer. 

 
4.2  Fine-Grained Resource Access Workflow 

 

Once a client has been successfully registered with the resource provider, client will 

present his capability token to the resource provider on every access request. The 

capability token which contains client assertions and authorization permissions is 

primarily used as a base by the resource provider for granting the resource access. 

Resource provider utilizes client’s capability token to authenticate and authorize client 

access. Three foremost protection requirements for the resource access are the 

identification of resource provider, secured transfer of capability token, and 

authentication of a requesting client. A detailed workflow that ensures security 

protection on each resource access is provided in figure 2. 

The steps are as follows: 
 

1.  Client looks at his repository for his intended resource provider capability token. 

He then retrieves this capability token from client repository. The capability token contains the 

client access permissions and the resource URL. At this stage, the client also determines a 

symmetric pass key which will be shared with the resource provider and generate the 

Authentication Token which consists of symmetric pass 

key and capability token (Clcp + SyKcl = ATCl). 
2.  Client uses his private key to sign the capability token (SKCl + ATCl  = Si(ATCl)Cl).

 
The signing process is essential to uphold the non-repudiation of capability token. 
3.  Client then encrypts the signed capability token using resource provider public key 

(PKRP  + Si(ATCl) = E[Si(ATCl)Cl]RP) and he sends the encrypted message to the 

resource provider (Cl:{E[Si(ATCl)Cl]RP} → RP). 

4.  When resource provider received the encrypted message, it uses its own private key 
to de-crypt the message and retrieve signed capability token (E[Si(ATCl)Cl]RP  - SKRP 
= Si(ATCl)Cl).

 



   
 

 
 

Fig. 2. DRPM resource access protection 

 
5.  Resource provider then verifies the signature of capability token using the client 

public key (Si(ATCl)Cl  – PKCl   = ATCl). It then verifies the integrity of the capability
 

token  by  generating  the  hash  number  from  capability  token  using  the  SHA 
Algorithm. 

6.  Resource provider retrieves the access permissions listed in capability token. 

 
Note that, on the step 1 of the workflow the client determines a symmetric pass key. 

This pass key will be utilized to generate a symmetric key for further communication 

after the capability token authentication and authorization processes is valid. In an 

event where the capability token is stolen due to the man-in-middle attack, the 

unauthorized entity will still not be able to access the resource due to the symmetric 

key passphrase that is shared between the legitimate client and resource provider only. 

If there is a security breach on which resource provider generates a new pair of public- 

private keys, client would not be able to decrypt using his current resource provider 

public key. Therefore, a request needs to be made to obtain a new public key. 

PKI is extensively utilized during the DRPM resource workflow. The other party 

public  key  retained  by both  client  and  resource  provider during  the  registration 

process is re-used to provide the confidentiality and integrity of capability token. PKI 

is primarily adopted during the initial handshake and capability token transfer. Due to 

the limitation of PKI which requires higher computation process, we suggest the 

utilization of symmetric key for transferring the data after the authentication and 

authorization process. The symmetric key can be incorporated into the capability 

token message before encrypting with the client’s private key. Resource exchange is 

then encrypted by this symmetric key over the untrusted network. 

 
6   Implementation Strategies and Scalability Testing 

 

Due to the limitation on the length of this paper, this section provides a very brief 

review on the implementation strategies and the scalability performance of our 

proposed DRPM mechanism. Our DRPM prototype implementation was divided into 

two major applications: the resource provider application and the client application. 

The resource provider application was built of three main system components: listener 



   
 

module, registration page and resource page. The main tasks of these components 

were to listen for any incoming connection from the client, to automatically create the 

client profile and capability token, to securely exchange the information, and to host 

multiple resources. In contrast, the client application was primarily being used to 

securely register and access the hosted resources. 

We tested our prototype for the scalability on its listener server component to handle 

multiple HttpWebRequest requests. This test was conducted by utilizing the Apache 

JMeter [21] tool that specializes on the web scalability and performance testing. 
 

 

 
 

Fig. 3. DRPM listener component scalability testing 

 
In our test bed, 1000 users were generated to access the listener component 

concurrently. Each user accessed the listener component for either registering or 

accessing the resources. Our test shows that the average elapsed time was 162 ms 

with the aggregate highest elapsed time of 327 ms for resource access process and the 

aggregate lowest elapsed time of 5 ms for registration process. It was shown that the 

highest elapsed time was primarily due to the encryption/decryption and hash 

verification of the capability token. 
 
 

7   Conclusion 
 

In this paper we have highlighted the needs for protecting enterprise resources from 

any unauthorized use in a Digital Ecosystem (DE) environment. Further, we have also 

analysed the appropriateness of several existing security mechanisms for DE. After a 

thorough analysis, we found a number of deficiencies of the current mechanisms to 

promote a strong community protection. Therefore, we propose the Distributed 

Resource Protection  Mechanism  (DRPM)  for  DE  to  provide  a  comprehensive 

resource protection. DRPM can be classified as a new approach to facilitate the 

authorization process for enterprises that request for specific resources or information. 

DRPM emphasizes on the decentralized authorization mechanism that is performed 

by each resource provider. It is achieved by utilizing the client profile and capability 



   
 

token for its authentication and authorization permissions. Several future works such 

as analysis of DRPM and scalability of the prototype are needed to ensure a strong 

protection for DE member entities. Further, investigation on an effective trust 

mechanism to improve the overall DRPM security is critically needed. Our proposal 

incorporates the Web of Trust (WoT) to actively engage the community to protect the 

resources. As trust is critical in DRPM to build the confidence of the entities to 

interact and sharing their resources, a close analysis on the applicability of WoT to 

develop an effective trust management is desired. 
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